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Matrices:
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Types of matrices:

1) Square Matrix: It is a matrix whose number of rows are equal to the number of columns       
(n=m).For example:

𝐴𝐴 = 2 7
3 6 2×2

,   𝐵𝐵 =
2 4 1
4 3 2
2 9 1 3×3

2) Null or Zero Matrix: A matrix each of whose elements is zero is called null matrix or zero 

matrix, for example  A =
0 0
0 0
0 0 3×2

is a (3×2) null matrix.



4) Identity Matrix: It is a diagonal matrix whose elements on the main diagonal are equal to 1, and it is denoted 
by In. For example:

𝐼𝐼2 = 1 0
0 1 ,   𝐼𝐼3 =

1 0 0
0 1 0
0 0 1

)( TA

5)Transpose Matrix: Transpose of A is denoted by )( TA , means that write the rows of A as columns in At. For example:

A =
5 4
7 −2
−8 1 3×2

, 𝐴𝐴𝑇𝑇 = 5 7 −8
4 −2 1 2×3

3) Diagonal Matrix: It is a square matrix which all its elements are zero except the elements on the main 
diagonal. For example:

A=
2 0 0
0 5 0
0 0 7



6) Symmetric Matrix: A square matrix A such that 𝐴𝐴 = 𝐴𝐴𝑇𝑇is called symmetric matrix i.e. A is a 
symmetric matrix if and only if aij = aji for all element.

𝐴𝐴 =
0 1 2
1 2 3
2 3 4 3×3

Operations on Matrices:



Example 1. Let and

find :   (a)  A + B,     (b)  3A,     (c)   4A - B:



Matrices multiplication



Example 2:

Example 3: Let and find AB

The following fact gives properties of matrix product,

Theorem 1.2. Let A;B;C be three matrices and r be a scalar, we have



Determinants

With each square matrix A we associate a number det(A) or |aij| called the determinant of A, 
calculated from the entries of A as follows:

For n=1, det(a)=a,

For n=1, det(a)=a, 12212211
2221

1211det aaaa
aa
aa

−=










For n =3, 

where the first two columns are rewritten to the right of the matrix.



Example 3:

Example 2:



Transpose of a Vector: Sometimes it is helpful to deal with a row version of a vector, which is called the 
transpose of the vector and is denoted with a superscript T:
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Vector:
A vector is a matrix that has only one row – then we call the matrix a row vector or only one column then we
call it a column vector. A row vector is of the form:

A column vector is of the form:



1) Vector Addition:

2) Multiply by a Scalar:

Note: multiplying a vector by a scalar is viewed as changing its length. If the scalars are real: (i) multiplying by a
scalar whose magnitude is greater than 1 increases the length; (ii) multiplying by a scalar whose magnitude is less
than 1 decreases the length; (iii) if the scalar is negative, multiplying by it “flips” the vector to point in the
opposite direction

Operations on Vectors



Properties of Vectors:
Let x, y, and z be vectors of the same dimension and let 〈  and  be scalars; then the following properties hold:𝜶𝜶 𝜷𝜷

Example 4:



Example 5: let x=
3
5
7

,y=
2
1
3

and z=
4
6
8

. Find  

1) 𝑥𝑥 + 𝑦𝑦 = 𝑦𝑦 + 𝑥𝑥

𝑥𝑥 + 𝑦𝑦 =
3
5
7

+
2
1
3

=
5
6

10

𝑦𝑦 + 𝑥𝑥 =
2
1
3

+
3
5
7

=
5
6

10

1) (𝑥𝑥 + 𝑦𝑦) + 𝑧𝑧 =
3
5
7

+
2
1
3

+
4
6
8

=
5
6

10
+

4
6
8

=
9

12
18

𝑥𝑥 + (𝑦𝑦 + 𝑧𝑧) =
3
5
7

+
2
1
3

+
4
6
8

=
3
5
7

+
6
7

11
=

9
12
18



EXERCISES 4.1:
1)

Find:

1)

2)

3)



2)

Find:

1)

2)

3)

4)
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